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A B S T R A C T  

Sailfish Optimizer (SFO) is a recent nature inspired metaheuristic optimization algorithm belonging to the 

category of swarm intelligence algorithms. It represents Sailfish group hunting behavior mathematically. 

Although the algorithm claims to avoid local optima and explores global search space widely; the fact is due 

to the weak search behavior it gets stuck in local optima, and it also exhibits slow convergence in the search 

space. In this study, we have analyzed the convergence behavior and global exploration capabilities of SFO 

by comparing it with the state-of-the-art optimization algorithms on unimodal and multimodal benchmark 

problems. Results show that the algorithm's search ability is limited, and it slowly converges towards the 

optimal value in unimodal problems, while global exploration is slightly better than the compared algorithms 

except teaching learning-based optimizer (TLBO) which is better in every test problem used. Wilcoxon 

signed rank test results also verify that grey wolf optimizer (GWO) and TLBO are significantly better than 

SFO while whale optimization algorithm (WOA) is performing like the SFO on the employed benchmark 

problems.  
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I N T R O D U C T I O N  

Optimization algorithms inspired by nature are well-known stochastic methods which are most suitable for 

optimizing problems that cannot be solved through linear methods. This is a well-established research area 

since the inception of genetic algorithm (GA) (Holland 1992). These algorithms draw their inspiration from 

natural processes, for example, birds finding their food in groups (Kennedy and Eberhart 1995), ant colony 

behaviors (Dorigo and Di Caro 1999), or arithmetic rules (Abualigah et al. 2021). Such algorithms can be 

categorized in various ways, for example, evolutionary/ swarm intelligence (SI) based algorithms (Li et al. 

2020), procedure/ equation based algorithms (Yang 2020) or Biology/Physics/ Chemistry/ Mathematics based 

algorithms (Rana et al. 2020).  

Sailfish Optimizer algorithm (Shadravan, Naji, and Bardsiri 2019) belongs to the SI- based algorithms 

mimicking the group hunting behavior of sailfishes in the ocean. It uses two types of population, sailfish, and 

sardines (prey); sailfishes are the candidate solutions that are optimized in the process and sardines’ population 

assist in finding optimal value quickly. The process also removes hunted sardines from the sardine population. 

Like other optimization problems, this algorithm also suffers from local optima stagnation and weak 

exploration capabilities (Issam et al. 2019; Zhang and Mo 2021). However, due to the simple nature of the 

algorithm, it is applied to various real world problems, including classification in deep learning models 

(Nagapavithra and Umamaheswari 2023; Alqahtani et al. 2023), wireless sensor networks (Amutha, 
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Sivasankari, and Venugopal 2023; Rajoriya and Gupta 2023; Mehta and Saxena 2020), data mining (Hamza 

et al. 2022) and so on.  

This study is conducted to experimentally observe the limitations of SFO and to compare it with the state-of-

the-art metaheuristics including grey wolf optimizer (GWO), whale optimization algorithm (WOA), teaching-

learning based optimizer (TLBO) and marine predator algorithm (MPA). Experimental analysis consists of 

various steps for studying the behavior of any optimization algorithms, including selection of the compared 

algorithms and test problems, initial population, and number of iterations for a single run. These details are 

provided in the experiments section and objectives are outlined in the next section.  

O B J E C T I V E S  

The main objective of this study is to find out the limitations of SFO experimentally in comparison with state-

of-the-art algorithms and make suggestions on improving the local and global search capabilities of the 

algorithm. Specific objectives include:  

 To optimize selected unimodal and multimodal benchmark functions using the GWO, WOA, MPA, 

TLBO and SFO.  

 To calculate mean and standard deviation of the obtained results to observe the performance of SFO in 

exploration and exploitation phases.  

 To visualize the convergence behavior through convergence curves.  

 To prove the significance of the results using Wilcoxon signed-rank test.  

 To suggest improvements in the search capabilities of the analyzed algorithm.  

Experiments and Discussions 

In this section we present the methodology of this study. First, benchmark problems are selected that are most 

suitable for testing exploration and exploitation capabilities of the algorithm. We have employed four unimodal 

functions that are sphere function (F1), Schwefel’s problem 1.2 (F2), 2.21(F3), 2.22(F4) and one multimodal 

function namely generalized Schwefel’s problem (F5). Unimodal functions are suitable for analyzing 

convergence behavior and multimodal functions uncover the divergence capabilities.  

A suitable selection of state-of-the-art optimization algorithms is a crucial step for analyzing the performance 

of the target algorithm. In this study, SFO is compared with four state-of-the-art optimization algorithms 

namely, grey wolf optimizer (GWO) (Mirjalili, Mirjalili, and Lewis 2014), whale optimization algorithm 

(WOA), teaching-learning based optimization algorithm (TLBO) (Rao, Savsani, and Vakharia 2011) and 

Marine Predators Algorithm (MPA) (Rao, Savsani, and Vakharia 2011). GWO and WOA have a single 

parameter a which is set to 2 initially. The rest of the algorithms have random numbers that are used within the 

internal operation of the algorithms. For SFO, a=4 and Є = 0.0001.  

Randomness in the initial values promotes the search range of any optimization algorithm and due to these 

random initial seeds, the same algorithm can give different results each time. To properly analyze the behavior 

of an optimization algorithm, it is run several times (20, 30 or 50). We have studied the behavior of all 

algorithms initialized with random population and running each function 30 times independently with 5000 

iterations. Code is implemented in MATLAB on a Windows operating system with a 2.4 GHz processor and 

32 GB RAM. For the compared algorithms, code has been taken from their official websites and run in the 

same environment as mentioned. Mean and standard deviation of the mean results have been presented in 

Table 1 along with the z statistic and p-value obtained through Wilcoxon Signed rank test. 
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Table 1. Comparative results for five algorithms along with z-statistic and p-value in comparison with 

SFO. 

 F1 F2 F3 

 Mean Std Dev Mean Std Dev Mean Std Dev 

SFO 5.2323E-21 1.75463E-20 3.97132E-11 4.59214E-11 4.4324E-20 8.23936E-20 

GWO 0 0 2.0234E-178 0 3.90842E-88 2.02975E-87 

TLBO 0 0 0 0 1.8157E-202 0 

WOA 0 0 0 0 546.3778005 864.9673456 

MPA 1.9311E-263 0 4.9084E-145 2.4603E-144 1.42676E-73 7.68335E-73 

 F4 F5 Wilcoxon Signed Rank Test 

 Mean Std Dev Mean Std Dev z statistic p value 

SFO 1.52812E-11 2.08559E-11 6.28658E-05 9.66658E-05 N/A 

GWO 1.19259E-75 2.64427E-75 26.23677581 0.82717972 1.825741858 0.033944577 

TLBO 0 0 1.250605336 0.977969333 2.022599587 0.021557223 

WOA 10.46162521 17.94776099 25.30026949 0.432072594 1.603567451 0.054404715 

MPA 1.5277E-99 4.0078E-99 18.2545823 1.380409739 2.022599587 0.021557223 

 

 

Figure 1. Convergence curves for unimodal functions (F1 - F4) 
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It can be observed from Error! Reference source not found. that SFO has the worst performance for F1 and 

F2 while WOA is performing worst for F3 and F4 (see Figure 1). For F5, GWO is reaching to the worst mean 

value. It is also observed that TLBO is performing best in each of the functions employed. For this study, we 

are more interested in SFO behavior compared to the other state-of-the-art algorithms. For F3 and F4, SFO is 

performing second worst. Divergence behavior analysis needs further experimentation as from this study SFO 

has shown best results for F5.  

It is already mentioned that F1 to F4 are used for testing exploitation and by looking at the convergence curves 

presented in Figure 1, it is confirmed that SFO has limited exploitation capabilities as compared to the other 

algorithms. For all the unimodal test problems, SFO shows early convergence and hence reaching the optimal 

value is not possible for this algorithm. While for exploration, SFO is somewhat better than most of the other 

algorithms.  

Comparative results show mixed behavior therefore by looking at these mean results, we are not sure about 

the SFO performance. For a more detailed comparison, we need to employ a statistical test that will identify 

the significant differences between the performances of different algorithms. For this purpose, Wilcoxon 

signed-rank test is used, and results are reported in Table 1 in last column. This test returns a z-statistic value 

and corresponding p-value is obtained from a precalculated normal distribution table. We have set α=0.05 (i.e. 

95% significance level) and if the calculated p-value is less than 0.05 then it means that results are significantly 

different. GWO, MPA and TLBO contain p-values of less than 0.05 hence they are significantly better than 

SFO. WOA is performing like SFO as both have a p-value approximately equal. 

C O N C L U S I O N  

From experimental results, it is evident that the sailfish optimizer is not suitable for solving unimodal 

functions. It is also observed from the convergence curves that SFO has slow convergence speed; 

furthermore, it also suffers from local optima stagnation for the multimodal problem employed. Therefore, 

we can conclude that it has weak exploitation capabilities, and it is imperative to improve the local search 

capabilities of the considered algorithm. To identify the improvement method, a comprehensive survey of 

the variants of the other metaheuristic algorithms can be conducted later. A few techniques present in the 

literature to improve an existing optimization algorithm might include modification of the internal random 

parameters, updating search equation or hybridizing the algorithm with other techniques. It is essential to 

note that this study only uses one multimodal problem; therefore, in future, a more detailed study could 

analyze the exploration behavior of SFO in greater depth. Additionally, other state-of-the-art algorithms 

could be included for a thorough analysis. 
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